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Abstract
Dynamic events can be regarded as long-term temporal

objects, which are characterized by spatio-temporal fea-
tures at multiple temporal scales. Based on this, we de-
sign a simple statistical distance measure between video
sequences (possibly of different lengths) based on their be-
havioral content. This measure is non-parametric and can
thus handle a wide range of dynamic events. We use this
measure for isolating and clustering events within long con-
tinuous video sequences. This is done without prior knowl-
edge of the types of events, their models, or their tempo-
ral extent. An outcome of such a clustering process is a
temporal segmentation of long video sequences into event-
consistent sub-sequences, and their grouping into event-
consistent clusters.

Our event representation and associated distance mea-
sure can also be used for event-based indexing into long
video sequences, even when only one short example-clip
is available. However, when multiple example-clips of the
same event are available (either as a result of the cluster-
ing process, or given manually), these can be used to refine
the event representation, the associated distance measure,
and accordingly the quality of the detection and clustering
process.

1 Introduction
Dynamic events can form a powerful cue for analysis

of video information, including event-based video index-
ing, browsing, clustering, and segmentation. Analysis of
events [25, 2, 10, 15, 14, 7, 17, 11] has primarily focused
on the recognition of sets of predefined events or actions, or
assumed restricted imaging environments. For example, the
work of [10] models and recognizes articulated motions, [2]
treats facial expressions, and the approaches of [17], [5] and
[11] are designed to detect periodic activities. These meth-
ods propose elegant approaches for capturing the important
characteristics of these events/actions by specialized para-
metric models with a small number of parameters. These
parametric models usually give rise to high-quality recog-
nition of the studied actions. The construction of these
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parametric models is usually done via an extensive learning
phase, where many examples of each studied action are pro-
vided (often manually segmented and/or manually aligned).

However, real-world applications are unlikely to be re-
stricted only to recognition of pre-studied carefully mod-
eled events. When dealing with general video data (e.g.,
movies), often there is no prior knowledge about the types
of events in the video sequence, their temporal and spatial
extent, or their nature (periodic/non-periodic). A desired
application might be for the user who is viewing a movie
(e.g., a sports movie), to point out an interesting video seg-
ment which contains an event of interest (e.g., a short clip
which shows a tennis serve), and request the “system” to
fast-forward to the next clip (or find all clips) where a “sim-
ilar” event occurs. We refer to this as event-based video
indexing (or “Intelligent Fast-Forward”). Such applications
require developing a notion of event-based similarity which
is based on a less-specialized (and less restrictive) approach
to event modeling.

We regard an event as a stochastic temporal process,
where local features at multiple temporal scales are taken as
samples of the stochastic process, and are used to construct
an empirical distribution associated with this event. The dis-
tance between empirical distributions provides a simple sta-
tistical distance measure between video sequences (possibly
of different lengths) based on their behavioral content. This
measure is non-parametric and can thus handle a wide range
of dynamic events. This measure may not be optimal for a
specific action, but allows for general event-based analysis
of video information containing unknown event types.

Having an event-based distance measure between se-
quences, we can use it for isolating and clustering events
within long continuous video sequences. This is done with-
out prior knowledge of the types of events, their models,
or their temporal extent. An outcome of such a clustering
process is a temporal segmentation of a long video sequence
into event-consistent sub-sequences, and their grouping into
event-consistent clusters. This is different from the stan-
dard temporal segmentation into “scenes” or “shots” (e.g.,
[13, 26, 19, 12]), which is based on scene-cut or shot-cut
detection. Unlike [18], our approach provides temporal seg-
mentation into rich non-atomic actions and events.



While our event-based distance measure is inferior in ac-
curacy to the more specialized (but more restricted) para-
metric models (e.g., [25, 2, 10]), it can be refined with the
gradual increase in knowledge about the underlying data.
This gives rise to a stratified approach to event-based de-
tection and indexing: When only one short example clip
of the event-of-interest is available, the simple and crude
measure can be used for event-based indexing and detec-
tion. However, when multiple example clips of the same
event are available (either as a result of the clustering pro-
cess, or pointed-out manually), these can be used to refine
our event representation, the associated distance measure,
and the quality of the detection and clustering process.

2 What is an Event?
Events are long-term temporal objects, which usually ex-

tend over tens or hundreds of frames. Polana and Nelson
[17] separated the class of temporal events into three groups
and suggested separate approaches for modeling and recog-
nizing each: (i) temporal textures which are of indefinite
spatial and temporal extent (e.g., flowing water), see [16]
, (ii) activities which are temporally periodic but spatially
restricted (e.g., a person walking), see [17], and (iii) motion
events which are isolated events that do not repeat either in
space or in time (e.g., smiling). In this paper we refer to
temporal events as all of the above, and would like to treat
all of them within a single framework.

Temporal objects (events) and spatial objects bare many
similarities as well as differences. Spatial objects are usu-
ally characterized by multiple spatial scales [8, 3, 20]. Sim-
ilarly, temporal objects (events) are characterized by multi-
ple temporal scales. For example, in a sequence of a walk-
ing person, the high temporal resolutions will capture the
motion of the arms and legs, whereas the low temporal reso-
lutions will mostly capture the gross movement of the entire
body.

However, there is a major difference between spatial and
temporal objects. Due to the perspective nature of the pro-
jection in the spatial dimension, a spatial object may ap-
pear at different spatial scales in different images (e.g., de-
pending on whether it is imaged from far or near). In con-
trast, a temporal event is always characterized by the same
temporal scales in all sequences. This is due to the “or-
thographic” nature of the projection along the temporal di-
mension (which is simply the temporal sampling at constant
frame rate). For example, a single step of a walking per-
son, viewed by two different video cameras of the same
frame rate, will extend over the same number of frames in
both sequences, regardless of the internal or external cam-
era parameters. Hence, the same event will be captured
at the same temporal scales in different sequences, even
when viewed from different distances, different viewing po-
sitions, or at different zooms. This observation has moti-

vated us to represent and analyze events by performing mea-
surements and comparing them at corresponding temporal
scales across different sequences.

3 An Event-Based Distance Measure
Based on the above observations, local features at multi-

ple temporal scales of the video sequence are taken as sam-
ples of a stochastic temporal process (the event), and are
used to construct an empirical distribution associated with
this event at each temporal scale. Two events are consid-
ered similar if they could have been generated by the same
stochastic process, i.e., if their empirical distributions at
corresponding temporal scales are similar.

For obtaining features at multiple temporal scales we
first construct a temporal pyramid of the entire video se-
quence by blurring and sub-sampling the sequence along
the temporal direction only. The temporal pyramid of
a sequence S is thus a pyramid of sequences S 1(=
S); S2; : : : ; SL, where the image frames in all the se-
quences are of the same size, and each sequence S l has
half the number of frames of the higher resolution sequence
Sl�1. We usually use 3 or 4 temporal scales (i.e., L=3 or 4).

For each sequence S l in the temporal pyramid, we esti-
mate the local intensity gradient (S l

x; S
l
y; S

l
t) at each space-

time point (x; y; t). The gradient is normal to the local
spatio-temporal surface generated by the event in the space-
time sequence volume (at temporal resolution l). The gra-
dient direction captures the local surface orientation which
depends mostly on the local behavioral properties of the
moving object, while its magnitude depends primarily on
the local photometric properties of the moving objects and
is affected by its spatial appearance (e.g., color and tex-
ture of clothes). To preserve the orientation (behavioral)
information alone and eliminate as much of the photomet-
ric component as possible (the magnitude), we normalize
the spatio-temporal gradients to be of length 1. To be in-
variant to negated contrasts between foreground and back-
ground (e.g., a person wearing dark/light clothes against a
light/dark background) and to the direction of action (e.g.,
walking right-to-left or left-to-right), we further take the ab-
solute value of the normalized space-time gradients. Our
local space-time feature measurements are therefore:
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We associate with each event a set of 3L empirical dis-
tributions fhlkg for each feature component (k = x; y; t) at
each temporal scale (l = 1; : : : ; L). These empirical dis-
tributions capture the statistics of the spatio-temporal shape
generated by the event.

Unlike [4], which measures motion features at multiple
spatial scales, our measurements are performed at multiple
temporal scales. We therefore capture temporal textures1

1Although [17, 23] used the term “temporal textures”, in fact they did



as opposed to “moving spatial textures” which are captured
by [4]. Spatio-temporal textures have been used by [1] for
video synthesis. While in video synthesis it is important
to preserve both the spatial and the temporal properties of
the texture (in order to generate a long realistic looking se-
quence from a short clip), in event recognition and detec-
tion we do not want to be sensitive to the spatial texture,
only to the temporal texture properties. Insensitivity to spa-
tial texture is necessary in order to detect different people
wearing different clothes as performing the same dynamic
operations. Our normalized spatio-temporal features (un-
like those of [1]) are relatively insensitive to the changes in
spatial properties of the acting person or of the background.

To illustrate this, Fig.1 shows the empirical distributions
of one feature component N l

k (k = t; l = 1) for 6 different
clips. Three clips show walking activities performed by dif-
ferent people wearing different clothes, viewed from differ-
ent viewing angles, from different distances and with differ-
ent backgrounds. The other three clips show the same per-
son performing different activities (while wearing the same
clothes, same background, etc.). The distributions of all the
’walking’ clips (marked in blue solid line) are much closer
to each other than to those corresponding to the other activ-
ities (marked in different colors and different line types).

To measure a distance between two sequences we mea-
sure the distances between corresponding empirical distri-
butions of all feature components at all temporal scales us-
ing�2 divergence, and add these to obtain a single (squared)
distance measure between the two sequences:

D2 =
1

3L

X
k;l;i

�
hl1k(i)� hl2k(i)

�2
hl1k (i) + hl2k (i)

(2)

where the empirical distribution of measurementsN l
k is rep-

resented by a discrete smoothed histogram h lk whose inte-
gral is normalized to 1. Histogram smoothing decreases the
sensitivity of the �2 test to small local miss-matches be-
tween the histograms. The normalization of the integral to
1 gives rise to similar histograms for sequences displaying
the same event even when they are of different temporal
lengths or of different spatial sizes.

In general, enforcing joint occurrence of features at mul-
tiple temporal scales should provide a better distance mea-
sure than Eq.(2). However, this requires the use of multi-
dimensional histograms (e.g., [20]). These are computa-
tionally intensive and memory-consuming (e.g., for k = 3,
L = 4, and assuming 256 bins for each histogram dimen-
sion, the size of the mutli-dimensional histogram is 25612).
Instead we use single-dimensional histograms and require
the joint occurrence of feature distributions at multiple tem-
poral scales. The use of single-dimensional histograms re-

not measure texture properties at multiple temporal scales. [21] used the
term “video textures” with a different meaning - for synthesizing video by
temporally shuffling frames.

duces the data size to 12 � 256, which is easy to manage and
computationally fast.

Fig. 2 shows the effectiveness of the distance measure
of Eq. (2) for event detection and indexing based on a sin-
gle example clip. A short example clip (showing a basket-
ball player throwing the ball at the basket) was compared
against a sliding window continuously shifted across a long
video sequence. The long sequence includes actions like
dribbling, dunking, etc. Low values indicate temporal re-
gions in the long sequence with high similarity to the exam-
ple clip. The blue bars on the time axis mark the (ground-
truth) video segments in which the player threw the ball at
the basket.

Our simplistic (but general) event-based representation
and distance measure are probably inferior in accuracy to
the more sophisticated (but more restricted) parametric ap-
proaches (e.g., [25, 2, 10]). However, they can handle a
wide range of unknown events and actions. In Section 5 we
discuss how an improved representation and distance mea-
sure can be obtained with the gradual increase of informa-
tion about the underlying data.

4 Event-Based Clustering
Having an event-based distance measure between se-

quences, we can use it for isolating and clustering events
within long continuous video sequences. This is done with-
out prior knowledge of the types of events, their models,
or their temporal extent. An outcome of such a clustering
process is a temporal segmentation of a long video sequence
into event-consistent sub-sequences, and their grouping into
event-consistent clusters.

We use a sliding temporal window to compare every
sub-sequence of length T to all other sub-sequences of
the same length within a long video sequence. We con-
struct an affinity (similarity) matrix M whose entries are
M(i; j) = M(j; i) = exp [�D2

ij=�], where Dij is the
distance between sub-sequence i and sub-sequence j com-
puted using Eq. (2), and � is a constant scale factor used
for stretching values (see [24] for more details). We then
use the normalized-cut approach of [24] (which builds on
top of [22]), to cluster the data. The initial clustering is
then refined by re-classifying all sub-sequences using clus-
ter representatives (see Section 5).

Figure 3 displays the results of applying the above clus-
tering method to a several-minutes long (approx. 6000
frames) video sequence recorded outdoors by a stationary
video camera (see Fig. 3.a - 3.f). We used a temporal
window of size T = 64 frames, and skips of 8 frames
when sliding the window within the long sequence. The
sequence contains four types of frequently occurring activ-
ities: walking, jogging, hand-waving, and walking-in-place
(performed by different people of both genders wearing dif-
ferent clothes for different lengths of time), and single oc-
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Figure 1. The empirical distiburion of N t
k for 6 different clips (see text).

currences of several other activities (e.g., rolling, and other
free activities). Most of the walking is performed paral-
lel to the image plane, but several parts include walking in
slightly diagonal directions and some on snake-like paths.
Waving includes waving with a single hand or both hands
(not necessarily having the same phase). We ignored all
space-time points (x; y; t) for which the temporal deriva-
tive is below some threshold, thus performing the statistics
mostly on spatio-temporal points which participate in the
event. This step can be regarded as a very rough spatial
segmentation, and was sufficient for our purposes.

Fig.3.g shows the outer product of 5 eigenvectors corre-
sponding to the 5 most dominant eigenvalues of the affinity
matrix M , assuming 5 clusters (this is the “Q matrix” of
[24]). The rows of M are displayed in their original tempo-
ral order. The rows and columns of Q were then sorted
in descending order of similarity, resulting in a roughly
block diagonal matrix. Representative rows from the first
4 blocks were then used to further refine the clustering (see
Section 5). Fig.3.h displays the resulting clustering of the
rows of the matrix in Fig.3.g. The rows are no longer tem-
porally ordered as they are now grouped in clusters. The
matrix is now block-diagonal, which implies good clus-
tering. The first 4 clusters correspond to the 4 most fre-
quently occurring events in the sequence, while in the fifth
cluster fall all the other free events (except for a few mis-
classifications). To evaluate the quality of the results we vi-
sually display the clustering results by color coding the time
axis with the respective cluster association (top colored-
bar of Fig.3.i). These results can be compared against

the ground-truth (manual) classification (bottom colored-
bar of Fig.3.i). Almost all the sub-sequences were clus-
tered correctly, and good temporal segmentation into event-
consistent sub-sequences (of various lengths) was obtained.

Fig. 4 shows the result of applying event-based clus-
tering to a 500-frame long tennis sequence recorded with
a panning camera (here the temporal window was of size
T = 10 frames). The sequence was first stabilized to com-
pensate for camera motion using [9]. The 3 detected clus-
ters correspond to strokes (backhand and forehand, which
are clustered together since our local measurements are in-
sensitive to mirror reflections of the same action), hops, and
steps of the tennis player. Fig. 4.f shows clustering result
vs. ground-truth.

5 Refining the Representation and Measure
When only a single example clip of each eventE is avail-

able, the event representation (i.e., the empirical distribu-
tions of feature components at multiple temporal scales) is
constructed from the single example clip, and the distance
between two event clips is estimated using the �2 test (see
Eq. (2)).

However, when multiple example clips of the same event
E are available (either given manually, or obtained via the
clustering process), we can refine the event representation
and the distance measure to emphasize the contribution
of important features at the important temporal scales, as
learned from the examples.

To show this, we first rewrite the distance measure as a
weighted average of the squared differences between two
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Figure 2. (a)-(d) Sample frames from a basketball video sequence. (e) Measured distances (using Eq. (2)) between a
single throw clip and a sliding window shifted across the entire sequence. See text for more details.

empirical distributions h1 and h2:

�2 =
X
i

(h2(i)� h1(i))
2

h2(i) + h1(i)
=
X
i

wi(h2(i)� h1(i))
2
:

(3)The weightwi assigned to each histogram bin by the �2 dis-
tance measure is the inverse of the sum of the values in the
two histograms at that bin, i.e., wi =

1
h2(i)+h1(i)

. Treating
each histogram h as a column vector, we can re-write this
in vector notation:

�2 = (h2 � h1)
T [diag(h2 + h1)]

�1 (h2 � h1) (4)

(where diag(h2+h1) is a diagonal matrix whose i-th diag-
onal entry is h2(i) + h1(i)).

We next show how to refine the weights wi and the em-
pirical distributions h with the gradual increase in informa-
tion about the underlying data.

When multiple example clips of the same event type E
are available, we compute the mean and variance of all the
corresponding distributions (separately for each histogram
bin of each filter response at each temporal scale). The
mean histogram hE can be used as the event representa-
tion, and the histogram of variances varE indicates the re-
liability and hence the relative significance of the individ-
ual histogram bins. This is illustrated in Fig. 5. The solid
blue line corresponds to a mean histogram hE , whereas
the dashed green lines define the envelope corresponding
to the mean +=� the standard deviation of all histograms
of the example clips. Therefore, when estimating the dis-
tance measure between the event E (represented by hE)
and any new incoming sequence with an empirical distri-
bution h, the weights of Eq. (3) should be replaced with
wi = 1

varE(i)
(where varE(i) is the variance at bin i).

Namely, high weights are assigned to bins of low variance
(which are more trusted, e.g., near the dashed cyan arrow)
and low weights to bins of high variance (which are less
reliable, e.g., near the solid magenta arrow). The refined
distance measure specialized for detecting events similar to
E is therefore:

D2
E =

�
h� hE

�T
[diag(varE)]

�1 �
h� hE

�
(5)

This measure identifies and emphasizes the contribution
of prominent spatio-temporal feature components at their
prominent temporal scales. Note that for each event type E
there will be a different set of weights.

When neighboring histogram bins (which correspond to
similar filter responses) are not statistically independent, we
can further generalize the distance measure of Eq. (5) by
incorporating covariance information and not only the vari-
ance:

D2
E =

�
h� hE

�T
covE

�1
�
h� hE

�
(6)

This is actually the squared mahalanobis distance [6].
Fig. 6 compares the quality of the �2-based distance

measure of Eq. (2) and the refined distance measure of
Eq. (5) for detection purposes. The detection is based on the
measured distance between a single (64 frames long) exam-
ple clip of a walking event compared against a sliding win-
dow (of 64 frames) which was shifted across a few-minute-
long (6000 frames long) video sequence (the sequence of
Fig. 3). The bottom colored-bar marks the ground-truth
(manually detected walks). The top colored-bar shows the
results using the distance measure of Eq. (2). Even though
the example clip contains only a single person walking in
a single direction and wearing a particular set of clothes,
all the other walking people wearing different clothes and
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Figure 3. Event-Based Clustering: (a)-(f) Representative frames of a 6000 frame long video sequence. (g) The
“Q” matrix. (h) The clustered matrix. (i) Clustering results displayed on the time axis (top colored bar) vs. ground-
truth information (bottom colored bar). See text for more details. For color images and sequences with clustering
results see CD-ROM version or http://www.wisdom.weizmann.ac.il/EventDetection.

walking in different directions were detected. Although
there are several false detections, the result indicates that
our initial choice of representation and distance measure are
reasonable given no other information. The middle colored-
bar shows the detection results using the refined distance
measure of Eq. (5) based on 10 example clips of walking
events (each 64 frames long). Using the refined distance
measure significantly reduces the number of false detec-
tions.

5.1 A Bayesian Point of View

The problem of event detection can be reposed as fol-
lows: Given a new video clip S and an event type E, what
is the a posteriori probability P (EjS)?

According to Bayes rule P (EjS) = P (SjE)P (E)
P (S) . When

no information is available about the set of possible events,
the number of events, or their frequency of occurrence, we
assume that all events E are equally likely (i.e., P (E) is the
same of all E). Similarly, when no information is available

about the types of sequences, we assume that all sequences
S are equally likely (i.e., P (S) is the same of all S). In that
case P (E)=P (S) is constant, and P (EjS) / P (SjE) =

1

(2�)r=2jCovEj
1

2

exp
h
� 1

2

�
h� hE

�T
cov�1

E

�
h� hE

�i
;

where h denotes the empirical distribution of feature
responses in S and r is the dimension of h (i.e., the number
of bins). The log-likelihood of E is proportional to the
(negated) squared mahalanobis distance defined in Eq. (6).
Therefore, small distances directly correspond to high
likelihood of the event E, and vice versa. When there is
an approximate knowledge about the size of the constant
P (E)
P (S) , this can be used to determine the choice of threshold
to be applied to the distance measure of Eq. (6) for the
purpose of event detection and event-based indexing. If we
further assume independence between histogram bins, then
the off-diagonal entries of the covariance matrix become
zero, and the discussion above applies then to the distance
measure of Eq. (5). When there is no statistical information
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Figure 4. Event-Based Clustering: (a)-(c) Representative frames of a 500 frame long video sequence. (d) The “Q”
matrix. (e) The clustered matrix. (f) Clustering results displayed on the time axis (top colored-bar) vs. ground-truth
information (bottom colored-bar). See text for more details. For color images and sequence with clustering results see
CD-ROM version or http://www.wisdom.weizmann.ac.il/EventDetection.

about the event E (e.g., when there is only one example
clip of event type E) then our probability estimate is based
on the standard �2 distance measure of Eq.(4).

Let us now examine the case when multiple example
clips are available for all event types (e.g., via the clus-
tering process). We can further use our improved dis-
tance measures to refine the clustering results, as well
as for classification of new incoming sequences. This is
done as follows: Let E1; :::; EN be the set of all possi-
ble events, and let S be a sequence to be classified. Then
P (EkjS) = P (SjEk)P (Ek)

P (S) = P (SjEk)P (Ek)P
n
P (SjEn)P (En)

: The pri-

ors P (SjE1); :::; P (SjEN ) can be estimated from the dis-
tance measure (the initial or refined, depending on the num-
ber or example clips per event type), as explained above.
When all events are assumed to be equally likely (i.e.,
8k P (Ek) = 1

N
), then P (Ek jS) = P (SjEk)P

n
P (SjEn)

: Alter-

natively, one can assume that the prior P (Ek) of an event
Ek is proportional to the frequency of its occurrences. This
can be estimated by the number of times it was detected in a
long video sequence, or by the size of each cluster identified

in the clustering process. A sequence S will be classified as
event type Ek if P (Ek jS) = maxn(P (EnjS)). Results of
clustering followed by classification refinement according
to representative event types are shown in Figs. 3 and 4.

6 Conclusion
We proposed a simple statistical distance measure be-

tween video sequences based on their behavioral content.
This measure is non-parametric, and can thus handle a wide
range of dynamic events without prior knowledge of the
types of events, their models, or their temporal extent. We
use this measure for a variety of video applications, in-
cluding event-based detection, indexing, temporal segmen-
tation, and clustering of long streams of video sequences.

While our event-based distance measure is inferior in ac-
curacy to the more sophisticated (but more restricted) para-
metric models, it can be refined with the gradual increase in
available information about the underlying data.
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